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ABSTRACT

Social networking systems and pervasive computieg a
two essential paradigms for systems of the futliteere
has been an increasing amount of research and
development done on combining location awarenefis wi
social networking. Our current research is aimethldnhg
this a step further and combining more general gEve
system behaviour with social networking in a fully
integrated way. In order to achieve this, one & kiey
functionalities on which the system is based, &t thf
context aware personalization. However, one ofntlagor
problems with personalization lies in dealing withe
changeability of user preferences, and this needbet
taken into account when choosing a strategy to lband
learning of user preferences. This paper presents a
approach that we have been developing, which wges t
different strategies in tandem — one based onealrated
approach, the other on a neural network with whiatser
can interact. The paper briefly outlines these #meh
describes an experiment conducted to evaluateitie t
required by the neural network to adapt to chamngeser
preferences. This is used when the two approaches
produce different results, to determine which rsstb
use. It also provides input to help determine theguency

of execution of the learning algorithm used in tiée-
based approach.
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1. Introduction

The continuing development of the technology farsses
and other devices has led to dramatically reducedsc
and an increasing range of different functionaitids a
result the number of devices of different kinds tive
environment surrounding the user is growing rapidlg
the plethora of devices increases and the envirahme
surrounding the user becomes more complex, sodbd n
increases to assist the user to enable him/heak® full
advantage of this. This is one of the motivations
underlying the development of pervasive systems—{1]
namely, to support the user in controlling and ngama

the growing numbers of devices (including sensors,
computers and general appliances), networks amitesr
that are available at any time or place. As a oqusece,
an increasing amount of research has been direatted
finding solutions to the problems of pervasive and
ubiquitous computing, and more and more prototyres
emerging to test different subsets of ideas in #risa.
Particular interest has been focused on fixed sapates,
and examples of systems of this type include theptide
House [2], MavHome [3], Synapse [4], Ubisec [5]e th
Intelligent Home [6], etc.

On the other hand social networking is a paradigm
that has developed rapidly with huge success amdws
well established. By facilitating social connecton
between users on a very large scale through sirepky
to use interfaces, it has opened up a range of new
opportunities for exploiting the Internet. Systesugh as
Facebook, Youtube, LinkedIn, Flickr, MySpace, etc.,
have transformed the way a large number of usees us
their systems, and their use takes up a significant
proportion of the time that the average user spende
computer.

Although these two paradigms are very different,
they complement each other rather neatly, and faigni
benefits could be gained if the two can be brought
together and integrated seamlessly into a singtery
with the benefits of both — a Pervasive Social Neking
system. Already there are a number of applications
which location awareness has been combined witlalsoc
networking — for example, systems such as Four®quar
rely entirely on this. However, the idea of comhunifull
pervasive system behaviour with social networkingg
much further than this.

We are one of fifteen partner institutions workiog
the Societies project, which is a large Europeaearch
project which aims to build on recent technical
developments in pervasive computing and social
networking to create a Pervasive Social Networking
system. The project, which started in October 2013
been developing a platform based on the use of Imobi
phones connected to backend servers using cloud
technology. The software developed for the mobile
phones themselves is based on Android although the
approach used is general and could easily be extetal
other mobile phone operating systems.



The project has reached a stage where the
implementation will soon be tested in a number el r
user trials. The first of these, a short Enterptisa, is
scheduled for mid-April while the major trial, basen
the use of the system by a group of university estisl
over a period of a few months, is scheduled to rbégi
October.

This paper is concerned with the problem of lesgni
user preferences in such a system in order to palise
the behaviour of the system. The next section desr
the specific problem in more detail and the solutio
adopted. Section 3 provides a brief backgroundhis t
research. Section 4 describes very briefly theveale
processes relating to personalization based onbaded
preferences, and in particular how these prefeseace
acquired. Section 5 provides a slightly more dethil
description of the neural network approach that axe
using. Section 6 describes the experiment conducted
acquiring user preferences on the selection ofrélarfor
television sets. Section 7 presents the resulirmdd and
section 8 summarises and concludes.

2. TheProblem and Proposed Solution

One key aspect of a Pervasive Social Networkingesys
for it to be acceptable to the end user is thaeéds to be
able to adapt its behaviour in response to the ieed
preferences of the individual user as well as the
circumstances prevailing at any point in time —ioQther
words, it must be both personalizable and contesre.

Not only does this include adaptation of the conhieh
services and their presentation to the user but afsy
proactive behaviour which the system undertakes on
behalf of the user (based on observations of fhrevious
behaviour). However, this relies on the system tgvi
sufficient knowledge on what adaptations or actibms
perform and in what context for each individual ruse
Since one cannot expect the user to provide such
information directly, the strategy that is usudilowed

is to monitor the user’'s behaviour and apply maehin
learning techniques to infer preferences from it.

Unfortunately, in the case of a Pervasive Social
Networking System this task is far from simple and
presents a major challenge to system developersheAt
heart of it one has the question as to which type o
machine learning technique to use. Some pervasive
systems use rule-based approaches to represent user
preferences. These have the advantage that thecaser
view the state of user preferences at any stage iand
necessary, correct these. This can help to gain the
confidence of the user. Other systems use a neural
network or Bayesian network to capture preferentes.
general these cannot be displayed to the useregsatte
not meaningful.

However, the choice of which technique to use is
more complex than this. In the first place manyruse
preferences are context dependent — e.g. preference
relating to the use of a particular service or devnay be

quite different when the user is at work from winerishe

is at home or even out and about. As a result the
preferences need to be built up gradually, refhecthe
different actions that need to be taken in difféeren
contexts. As a result at any moment in time somihege
preferences will be incomplete in that the appmteri
contexts have not yet arisen and hence the sysasmdt

yet been able to ascertain what the user’'s preferen
would be in such cases.

Secondly, some user preferences will change with
time. This can make it difficult, if not impossibléo
extract a complete representation of some preferenc
before it changes. This can lead to a conflict licl the
system does not know whether a preference has etlang
permanently, is subject to a one-off change or birti@at
a new context situation has arisen that has naiqusly
been taken into account.

In the Societies project the approach that we are
experimenting with uses two different machine lgzgn
techniques in tandem — one based on a rule-based
approach, the other on a neural network with whtead
user can interact in a similar way to the rule-basgstem.

Both techniques are used in the learning proceds a
both are used to predict what action the systendsnée
take to personalize its behaviour at any pointrmet As
long as the results produced by the two technigigese,
the system proceeds with the action. If the twibégues
disagree on what action should be taken, the system
resorts to a conflict resolution process whichasdd on
the degree of trust in each at this stage.

Furthermore, we believe that it is essential tepkéhe
user in the loop wherever possible. Thus wheneler t
system takes any action on the user’'s behalf,fdrmns
the user and allows the user to override this isinot
what he/she wants to happen. In addition, the oaer
inspect the user preferences at any stage to sgeheh
system is behaving in a particular way and can #hiese
if they are not correct.

Both of these techniques have been implemented and
are ready to use in the trials. This paper desstibe two.

It then describes an experiment conducted using the
neural network to evaluate the time required by idapt

to changes in user preferences. This is used indh#ict
resolution stage when the two approaches produce
different results, to determine which results te.u#t also
provides useful feedback for determining the fregyeof
execution of the learning algorithm used in the+based
approach.

3. Background

While there is general agreement on the concepts of
pervasive systems, the individual systems whichehav
been developed to test ideas in this area haveedrari
considerably in their focus, adopting different
assumptions, exploring different approaches, dewetp
different architectures and creating different ptgpes.
Some have focused on the idea of fixed smart spacds



as the “smart home”. These are generally concewigd
providing support for elderly and disabled peoméehélp
them to maintain their independent living. Examples
include [2, 3, 4, 5, 6].

Other fixed smart space systems include the smart
office, smart building, etc.; for example, MIT’s dpect
Oxygen [7] creates intelligent spaces inside office
buildings, homes and vehicles using sets of emtkdde
devices.

Besides the work done on fixed smart spaces, anoth
major focus in which there has been consideratérast
lies in developing systems to support the mobiler.us
Examples of this type of pervasive system incluadiie
systems such as Mobilife [8], Spice [9], Daidald€]|
and so on.

The Persist project [11] aimed to produce a génera
pervasive system, based on the notion of a Per&matt
Space (PSS). This approach combined the development
on fixed smart spaces with those of mobile systéons
create a new type of system in which the user is
constantly covered by their own pervasive PSS. One
consequence of this is that the facilities thaystean can
provide and the way in which it will behave at gmyint
in time will depend not only on its own resourcesl a
characteristics but also on those of any other R@fish
may be nearby.

Basically a PSS consists of a set of devices that
belong to a single user together with services Hrat
owned, controlled or administered by the user. The
collection is a dynamic one in that individual d=4 can
join or leave whenever they need to do so. They are
connected together in a network using peer-to-peer
communication in such a way as to behave like glsin
system (although each device can operate indeptndfen
required). Furthermore the set of services asstiaith
the PSS can be shared with other PSSs or proté&cted
being seen by other PSSs depending on the current
context. A significant advantage of this is thatlges not
require any fixed infrastructure (although it ideato take
advantage of such infrastructure where it is prgsen

Other important properties of a PSS include:

(1) A PSS may be either fixed or mobile.

(2) A PSS must be able to identify and interacthwi
another PSS when they are in close proximity.

(3) A PSS must be context aware and personalizable.

In the Persist project the architecture [12] adddbor
a PSS is shown in Figure 1.
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Figure 1. The high level architecture used to tgve
prototype of a Personal Smart Space in Persist

The Societies project [13] is building on somethaf
ideas developed within Persist to produce a Pergasi
Social Networking system which combines the idehs o
pervasive systems with those of social networkingai
seamless integration.

Applications that involve the use of location
information within social networking systems getigra
start with a social networking system and extenid th
accordingly. However, in order to create a system i
which full pervasive system behaviour is combindathw
social networking functionality, the approach wevéda
followed is to build a pervasive system with itsrogocial
networking functionality which can connect to and
interact with other existing social networking syss.

The pervasive system functionality is based on a
variation of the model of a PSS described above.
However, in order to incorporate social networking
functionality, this has been extended to introduke
notion of a community with the appropriate funcadty
needed to manipulate this and integrate it with the
properties of a PSS.

In both of these types of system (Persist pereasiv
platform and Societies PSN system), one of the majo
challenges lies in the development of approachetsviil
alleviate the user from some of the detailed irtéoa
and decision making that is needed. To do this wag
that is acceptable to the user, it is essential hirgher
needs and preferences are taken into account. This
constitutes personalization of the ubiquitous/psine
systems. By personalization we mean the process of
creating, maintaining and applying user preferenices
decision making, since it has the effect of tailgrithe
system’s behaviour to the individual needs and egsbf
the user so that it appears or acts differentlydifferent
users or for the same user under different circantss.



4. Personalisation Based on Rule Based
Preferences

A number of the pervasive system prototypes thatha
been developed employ a simple rule-based format to
represent user preferences. The major advantatigsds
that the result can be read and understood byritheiser.
This enables the system to provide the user with th
ability to understand the actions it performs os/ier
behalf and change them manually if necessary. irhis
turn gives the user ultimate control over the ways
which their environment is adapted.

Since many user preferences are context-depentent,
is natural to use an IF-THEN-ELSE format — in oase,

a nested IF-THEN-ELSE format. The condition part of
each IF-THEN-ELSE contains conditions based on user
context. The result of executing such a rule ignrefd to

as the outcome, and represents an action thatyttens
needs to perform.

In the Societies Pervasive Social Networking syste
the user will generally start off with an initialefhult
preference set. This could simply be a standardulteset
or one could provide different default subsetsdiffierent
types of users, i.e. some form of stereotyping. i&\er
the case, this initial set merely provides a sigripoint
which is adapted with time as the individual user’'s
preferences become known. In the process existing
preferences may be altered or refined while new
preferences may be discovered and added.

The process of refining existing preferences and
acquiring new ones is achieved through monitoriegru
actions and inferring preferences through some fofm
machine learning.

The type of action that is referred to here is aoy
performed by the user that changes the behaviowa of
service — whether an internal service of the PSdtesy or
an external third party service. Thus the firsipsie to
identify the particular types of action that areeded for
user preferences.

The component responsible for User Monitoring is
alerted whenever an action of the type referredisto
identified. The information about the action isrttetored
together with the relevant context information inet
History database. The crucial challenge here lies i
selecting “relevant” context since storing the ctetg set
of context attributes each time an action is entsred
would lead to huge storage requirements and afisignt
increase in processing requirements while mosthef t
context data would not be relevant.

One approach which helps to reduce the problem is
identify groups of actions that have the same milar
sets of relevant context attributes. However, dtigty the
challenge of distinguishing what context attribute®
relevant for what actions, rests with the systewetisper
to resolve.

The algorithm which we are using in the Societies
platform for inferring preferences from the History
database is based on C45. Gain ratios are usezhihsf
simple Gain to avoid any problems that might afisen

attributes with multiple values. The algorithm halso
been adapted to include the calculation of confiden
levels that are used in subsequent preference ngeegid
conflict resolution.

However, this led to several problems as the sfze
the History database grew. As a result a two-phase
approach has been adopted in which the database is
divided into two partitions corresponding to shientm
and long-term memory.

The short-term memory store is used to contain the
set of tuples (user action + context) that havenbee
captured since the last execution of the learning
algorithm. When the next execution of the learning
algorithm is triggered, it is the data in the sherm
memory that is used for this purpose. The prefagnc
obtained from this are then merged with the exgstin
preference set to produce an updated set. Theirddte
short-term memory data set are then transferrethé¢o
long-term memory data set which contains the cotaple
set of data for the user (or an appropriate subse¢of).

If a conflict arises when merging the new prefeemn
with the existing preferences, the learning algonitcan
be applied to the complete data set to resolve such
conflicts.

5. Personalisation Based on Neural Network

The second technique that we are using to handle
personalization in the Societies Pervasive Social
Networking system is that of a neural network (ANN)
However, our strategy was constrained by two factor

(1) As stated in section 2, one of the important
assumptions that has underpinned our developmeitava
keep the user in control so that as far as possiblshe
should be able to understand and control the wayhich
the system adapts itself to his/her needs. In Hee ©f
rule-based preferences, it is easy to display theshe
user but for neural networks this is a more difficu
problem.

(2) The other problem outlined in section 2 waet th
of the changeability of the user and how user pesiees
may change with time. Thus one needs to have aaheur
network that takes adequate account of the temporal
effect.

In order to address the first problem we decided t
use a fairly simple neural network and to develop a
algorithm to map this into a set of rules for theewuto
view and change in the same way as rule-based
preferences.

Although the challenge of extracting rules from
neural networks has been an area of research in the
network community, in general techniques for daihig
have not been taken up by the developers of pewasi
environments to present user preferences to u3éies.
general aim of rule extraction research has been to
improve understanding of neural network behavioyr b
extracting a rule based explanation of network
functionality that could be used to create better



classification systems while interpretation of thetual
knowledge held in the network comes as a secondary
benefit. On the other hand our aim is more usetricen
and focused on performing two-way interpretatiorthef
knowledge held by the network (i.e. from network
weights to preference rules and vice versa).

For this reason the type of neural network setecte
was a binary neural network that takes real wanjuuts
relating to the user’s context and the selectedeprace
outcomes, and learns associations between themn in a
incremental online manner. It is essentially a lsifgyer
model, although for simplicity it will be describeid
terms of two layers with weighted connections betve
them as shown in Figure 2.
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Figure 2. The topology of the neural network ergpbb
in the Societies Pervasive Social Networking system

The user’s current context provides the inputhe t
context layer and whenever the context changedais
is updated. Likewise the user’s current behaviaurtte
form of actions on the part of the user in interagivith a
particular service) is mapped onto the behavioyeraln
both cases a binary representation is used in wiicles
in this layer are activated or deactivated in adance
with whether the corresponding value is true osdal

To reduce the problem of conflicts, nodes relatimg
the same behaviour or the same context parameger ar
grouped together and checks for mutual exclusian ar
applied to each such group. For example, one mag ha
several nodes describing the location of the umarh as
“home”, “office”, “cinema”, etc. but only one carelirue
at any point in time. The same applies to behaviogles.
This overcomes the problem of conflicts in context
behaviour values.

Since context nodes represent the input layehef t
neural network, their activation depends on updatas
the real world. Their input potential is binary aisl
directly dependent on their activation. Thus whentext
node ¢is active it has an input potential of 1 and ifsit
not active, its input potential is 0.

A behaviour node may be activated either by a
behaviour update from the real world (correspondimg
the user taking an action that must be learnt as a
preference) or by internal network knowledge (the
network recognizing a situation in which an actin
normally taken, and applying the preference). Each
behaviour node has an associated output poteraiakyv
This is a measure of how true the system belielies t
node to be in the current context. The output pakis
the sum of its inputs multiplied by their assoadiate
weights. Thus the output potential of nodeabtime t is
defined as:

op(b';) = Zn:w‘jicti]
i=0

wherec) is the input potential of context nodeat timet,
w} is the weight value between behaviour ndxlend
context node; at timet and 9 is the squashing function
that maps the output potential from the possibly Varge
range of values to a finite range of values betwdeand
+1.

Once the output potentials have been computed, the
values for all behaviour nodes in the same group ar
compared and the node with the largest value ected
as the active node unless the system is receiving a
contradictory update from the real world (e.g. tiearal
network may predict that the attribute ‘volume’ altbbe
set to “low” whereas the user has manually setoit t
“high”), in which case the conflict must be resalvin
real time.

The second problem which needs to be taken into
account is the temporal effect. In order to dedhwiis,
the algorithm used consists of two phases, a lapdate
process and a learning process, which are exearned
after the other in a continuous loop with an appeip
frequency.

In the first phase (layer update) any new updafes
context or behaviour received since the last cyale,
processed and the appropriate nodes updated. Eieg u
the Hebbian/anti-Hebbian Learning rule, all weightshe
network are updated using the activity values of th
context and behaviour nodes to which they are atiede
Using these new values for the weights, the newpdut
potentials are computed and the active behaviodeso
for each group identified. If there is a conflietttyeen the
new set of active behaviour nodes and the valusmagr
from the real world, this is dealt with as before.

In this way the learning process takes account of
temporal information relating to the duration ofeus
behaviours and context states. In other words tieagth
of the connections between nodes in the context lagd
those in the behaviour layer depends not only enfalt
that the context states and behaviour values aadurr
together at the same time but also on the lengttintd
that this combination co-occurred.

Finally the challenge of extracting rules fromstho
present to the user will be described in a futupep. The
focus of this paper is on the system’s ability tapt to
changes in user behaviour patterns.



6. Experiment with Neural network

This section describes an experiment which we cotedu
using the neural network on its own to determireettime
required by the neural network to adapt to chamngeser
preferences. This is an important factor that edus the
conflict resolution process when the two technigiuake-
based and neural network) produce different results

To put this experiment in context, consider the
following scenario:

“John has created a PSS in his home in which a
number of devices can be controlled as part ofRES.
On Wednesday his alarm goes off at 7 am as heohlas t
at work at 9 am. Once the system detects that bekn
moved to the bathroom it switches on the coffeeenals
John always starts the day with a mug of coffeeelvh
John emerges from the bathroom, the televisiorinstte
kitchen is switched on to the news channel in man
for him to come through for his coffee and toast.8430
am it contacts his ‘Lift Club Community’ (a commuwi
of friends who share cars to travel to/from workjda
checks the time that John is to be collected ttogwmork.

It notifies John that pick-up is scheduled for 8a#f. Of
course, if it had been a weekend or a holiday siisem
would have behaved completely differently.”

Although this scenario focuses mainly on pervasive
behaviour, one could use other scenarios that facus
social networking with some pervasive aspects. Hewe
an example like this is relatively complex with anmber
of different user preferences/behaviour pattern®rin
related. To simplify this for the sake of our expent,
we selected one aspect of the scenario — switahintpe
television to the user’s preferred channel.

If this particular behaviour pattern (switching thre
television in the kitchen to the news channel) was
completely static and did not change, it would mattter
which learning algorithm was used. The system would
behave exactly as the user wanted it to. Moreowece
set up, the user would never need to inspect the
preferences or change them in any way. However, as
pointed out earlier, John’s routine may change dor
variety of reasons and the system needs to ba@hldapt
to such changes.

For our experiment we created a mock up usingethre
television sets (or rather three computers commgliarge
screens masquerading as television sets) located in
different locations in the building. Eight possiloleannels
were selected which could be viewed on any of the
television sets. Twenty four participants were uéed,
the majority of whom were postgraduate students in
Computer Science.

Each participant was told that the aim was to
experiment with learning user preferences assatiatth
location so that one could distinguish viewing &kmf
the user at home from those at work or in otheatioos,
and identify what channel the participant preferted
watch in which locations. To this end the “telewiss”
that had been set up in different locations represe

television sets at home, at work or wherever the
participant thought appropriate (e.g. friend’s)flat

Each participant was given an RFID tag to wear to
keep track of their location. They were then takena
circuit, visiting each screen in turn so that theyuld
select a channel for that screen.

In order to do this each participant was allowed t
view as many of the channels as he/she wishedddt ea
television before making a final choice. The numbér
channels viewed at each television varied fromuplmto
all eight. Once a channel had been selected for a
television, this was noted and the participant ndowe to
the next screen where hel/she repeated the process,
selecting either the same or a different channedaath
screen.

This cycle was then repeated three times, buhig t
case using only the final choice for each televigiather
than browsing through the channels. In each case th
system selected a channel when it detected thenmeof
the participant near a screen. The channel that was
selected by the system was noted and the participan
corrected this choice if it did not show the cotrec
channel. This corresponds to the preference legrnin
phase and established the initial preferences.ciroaits
in this phase are referred to as initial circuits.

The second part of the experiment was aimed at
investigating the effect of a change in a usergresfce.
For this each participant was told that they catlidnge
one or more of the channels associated with tleitgbn
sets, and note any such changes. They then repénated
process of visiting each television set and coimgct
channels where necessary — completing a furthex fiv
circuits of the screens. In this phase the circaite
referred to as secondary circuits and each paatitip
could change as many of the selections as theyedgaat

While this experiment represents a relatively samp
example, the aim was to extract one simple caga fhe
scenario described at the beginning of this sectind
study how the neural network coped with changing
preferences in a real environment. We could havdema
this more complex (using a combination of differpatts
from the scenario) although this would not necelysar
have provided any better understanding of its bielay

7. Results

The results from the first phase, the learning phase
presented in Table 1.

Table 1
Percentage accuracy of the neural network in lagrni
user preferences over the initial circuits

After initial circuit n Percentage accuracy
n=1 98.5%
n=2 100%
n=3 100%




As can be seen from this, the neural network
stabilizes very rapidly to produce correct predics. This
is what one might expect.

However, the challenging part of the experimees li
in the second phase where users changed their
preferences. For the analysis of the results obthithe
instances where the participant did not alter their
preferred channel for a particular television hdeen
removed from the set of results since the accuiraeach
case was 100%. For the remaining instances, wihere t
participant did change their preference, the awerag
accuracy of the neural network at each stage irfitlee
circuits is shown in Table 2.

Table 2
Percentage accuracy of the neural network in adigbbi
changed user preferences over the secondary sircuit

After secondary Percentage accuracy
circuit n

n=1 7%

n=2 27 %

n=3 43 %

n=4 86 %

n=>5 97 %

The question then was whether this level of respon
to learning a user's preference was perceived to be
acceptable to the participants. As a result at the
completion of the experiment each participant wiaema
guestionnaire to determine their reactions to
experience. Twenty two of the participants compuldtes
and some of the results are shown in Tables 3 and 4
Taking 5 as the highest, 1 the lowest and 3 agaleittis
clear that no one was unhappy with the automatieesc
selection and only 6 found the choice of incorrect
channels in the process of learning annoying. Inegs
participants do not have a problem with being noet
nor with the system attempting to predict theirdgbur.
Ultimately, in Table 4 it can be seen that over 8&Rthe
participants would either definitely use this fuoogality
or would possibly do so.

the

Table 4
The ultimate test question on the questionnaire

Yes Maybe

Would you use such functionality in10 3 9
your own home if it were free?

8. Summary and Conclusions

The context of this research is the work currehiiyng
done to develop Pervasive Social Networking Systems
The Persist project [12] developed a pervasiveesyst
based on the notion of Personal Smart Spaces.vildiis

is currently being extended in another Europeasaieh
project, Societies. We are one of 15 partnersimldrge
European research project, which is aimed at coimdpin
the concepts of pervasive systems with those ofakoc
networking to produce a pervasive social networking
system. The first complete prototype of the system
nearing completion and will be subjected to reak tdals
scheduled for March and October-December 2013.

One of the key functionalities needed in such a
system is that of personalisation. And a crucigleas of
this is the ability to learn user behaviours anefgnences.
For this two different mechanisms are being usedhly
system. These two techniques correspond to thébasi
strategies generally employed in pervasive systems,
namely:

(1) Rule-based approach. For this the data from
monitoring the user’s behaviour is accumulated | uarti
appropriate point is reached and then analyzedgusin
appropriate batch processing learning algorithmoum
case the algorithm used is an extension of C45 with
confidence levels associated with the preferentesri\s

a batch processing strategy, this does suffer fthen
problem that preferences are only updated when an
analysis is performed.

(2) Neural network approach. This corresponds o a
incremental learning strategy. However, even thoesd
not change the predictions immediately.

Table 3
Results of questionnaire for 22 participants comeglafter the experiment. 1 is lowest, 5 highest.

5 4 3 2 1
How pleasing did you find automatic changing ofsers to correct channel? 5 13 4 0 0
How annoying did you find selection of incorrectohnels? 2 4 5 9 2
How comfortable were you with system monitoring ybehaviour during trial? | 11 5 4 2 0
How comfortable were you with system predicting ybahaviour during trial? 9 8 3 2 0




To obtain the best results, both techniques azd irs
tandem. As long as they both produce the sametsesul

the system can act on their agreed recommendations.

However, if they disagree, the system refers thena t
conflict resolution process to decide on what actio
take.

One of the key problems that any learning systém o
this type needs to address is that of changes @ us
behaviour/preferences. To assist the conflict regmi
process in determining which results to selechin light
of changing preferences, an experiment was conducte
with the selection of television channels to deiegrthe
time required by the neural network to adapt tohsuc
changes. This showed that after four repetitionghef
changed preference, the neural network had rea@®%d
reliability and after five 97% reliability. This nabe used
in the conflict resolution process to help in tleeidion.

This also provided useful information for the rule
based user preferences. In this case the accumhulate
History data is analysed from time to time to esttnaew
behaviour patterns/preferences. The question is how
frequently this should be done. From the resultghef
neural network experiment an acceptable point dathwh
to perform a new analysis in the absence of usielagae
would be after the same preference has been faufall t
for the fourth time.
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